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Abstract
The United States Geological Survey national seismic hazard maps have historically been produced for a reference site condition of $V_{S30} = 760$ m/s. For other site conditions, site factors are used, which heretofore have been developed using ground motion data and simulations for shallow earthquakes in active tectonic regions. Research results from the Next Generation Attenuation–East (NGA-East) project, as well as previous and contemporaneous related research, demonstrate different levels of site amplification in central and eastern North America (CENA) as compared to active regions. We provide recommendations for modeling of ergodic site amplification in CENA based primarily on research results from the literature. The recommended model has three additive terms in natural logarithmic units. Two describe linear site amplification: an empirically constrained $V_{S30}$-scaling term relative to a 760 m/s reference and a simulation-based term to adjust site amplification from the 760 m/s reference to the CENA reference of $V_S = 3000$ m/s. The third term is a nonlinear model that is described in a companion document. All median model components are accompanied by epistemic uncertainty models.
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**Introduction**

The Next Generation Attenuation–East (NGA-East) project produced ground motion models (GMMs) for central and eastern North America (CENA) (Goulet et al., 2017, 2018; Pacific Earthquake Engineering Research Center (PEER), 2015a, 2015b). The majority of these models provide ground motion intensity measure predictions as a function of earthquake source and wave propagation path for sites with a hard rock reference condition defined as shear-wave velocity $V_s = 3000\text{ m/s}$ and site decay parameter $\kappa_0 = 0.006\text{ s}$ (Hashash et al., 2014). Some of those models also provide ground motions for the National Earthquake Hazards Reduction Program (NEHRP) B/C boundary condition of $V_{S30} = 760\text{ m/s}$, where $V_{S30}$ is the time-averaged shear-wave velocity in the uppermost 30 m of the site.

The United States Geological Survey (USGS) national seismic hazard maps present ground motion intensity measures with specified probabilities of exceedance over a 50-year time period (Petersen et al., 2015). A major recent update of these maps utilized NGA-East GMMs for the CENA region (Petersen et al., 2020). A special consideration for this update is that maps are being produced for a variety of site conditions (represented by a range of $V_{S30}$) and periods, as a result of recommendations from Project 17 (Building Seismic Safety Council (BSSC), 2018). This is a departure from past practice in which the maps were produced for the NEHRP B/C boundary site condition ($V_{S30} = 760\text{ m/s}$) and the ground motion intensity measures of peak acceleration and 5% damped pseudo-spectral acceleration (PSA) at oscillator periods of 0.2 and 1.0 s.

An expert panel (comprising the authors of this article, plus Robert Darragh) was convened in 2016 with a charge to review alternate site amplification models for CENA and to provide recommendations to the USGS regarding estimation of median site effects and their epistemic uncertainties. This work required that the recommended models be based on $V_{S30}$ as the sole predictive variable for site response, for compatibility with the NEHRP site categories A–E used in current practice (which are defined for ranges of $V_{S30}$). The consideration of models conditioned on alternative or additional parameters such as depth or dominant site period was beyond our scope; the panel recognizes the uncertainty reduction that can be achieved using such parameters and encourages their use in site-specific studies and in future updates of the national maps. The panel developed initial recommendations that were presented in two reports in June 2017 (Hashash et al., 2017; Stewart et al., 2017b). As the USGS implemented these models, feedback was provided to the panel from USGS scientists and via public comment, which resulted in several adjustments. This article presents models ultimately recommended by the panel and implemented for the national maps by USGS, including adjustments since June 2017. We explain the reasoning behind the model formulation and the definition of epistemic uncertainties. The emphasis here is on the linear components of the model, which presented the principal technical challenges. The nonlinear component of the model and its uncertainty are given in a companion paper (Hashash et al., this issue), which updates a prior report (Hashash et al., 2017). We do not provide a model for aleatory variability, which was addressed by Goulet et al. (2017) for reference rock. Stewart et al. (2019) provided recommendations to USGS for the significant site-to-site variability that is present at soil sites in CENA, many of which have a high-frequency response peak.

**Prior work**

*Empirical site amplification studies*

Empirical site amplification models, while numerous and well-established in some active tectonic regions, have only recently been developed for stable continental regions like
CENA. This is due to a number of factors, including a lack of $V_{S30}$ information at seismographic sites in CENA (addressed in NGA-East by the development of a regional, proxy-based $V_{S30}$-prediction model; Parker et al., 2017). Parker et al. (2019) present an empirical linear site amplification model, conditioned on $V_{S30}$, which was developed by the NGA-East Geotechnical Working Group (GWG). Hassani and Atkinson (2016b) derived the frequency of peaks in H/V spectral ratios using CENA data and used those peak frequencies as predictive parameters for analysis of site effects. They find that the data-derived peak frequencies are more effective than $V_{S30}$ at predicting site effects in the CENA data. Additional literature review on CENA empirical site amplification is presented by Parker et al. (2019). The panel considered the GWG and Hassani and Atkinson (2016b) empirical models.

Simulation-based site amplification

As a result of limited empirical site amplification studies, previous work has largely investigated site amplification using simulations of one-dimensional (1D) shear-wave propagation through shallow sediments (also known as ground response analysis (GRA)). The panel considered four simulation-based studies (or collections of studies) for CENA. The first was by Hwang et al. (1997) and was targeted at the CENA region generally. They computed site coefficients for CENA, akin to those in the NEHRP Provisions, using equivalent-linear GRA with simulated input motions for five unspecified magnitude–distance combinations generated using the method described in Hwang and Huo (1994). They considered five representative profiles for NEHRP site Classes A–E (profiles shown in Lin et al., 1996). Their results for site Classes A and B (rock sites) match those in the 1992 NEHRP Provisions. Site factors for Classes C–E are generally higher. Figure 1a shows their recommended amplification for Classes C–E for a rock peak acceleration level of $0.3 \text{g}$, and Figure 1b shows the variation of Class D amplification with shaking amplitude.

The second study by Darragh et al. (2015) also computed site amplification using equivalent-linear GRA for NEHRP site Classes A–E. Amplification was computed relative to a $3.0 \text{ km/s}$ reference condition. Input ground motion conditions are for magnitude ($M$) 6.5 earthquakes and a distance range of 6–290 km.

The third group of studies evaluated site effects for the Mississippi embayment region (Hashash et al., 2008; Hashash and Park, 2001; Park and Hashash, 2005a, 2005b; Romero and Rix, 2001). The literature for this region is substantial and has arguably been supplanted by more recent work by the NGA-East GWG as presented in Harmon et al. (2019a, 2019b). The GWG study considered a wide variety of site conditions and used fully nonlinear GRA. Input motions cover an approximate magnitude range of 4.5–7.5 and distance range of 0–250 km (Harmon et al., 2019b). Models were provided for linear effects, including $V_{S30}$-scaling and effects of site period and sediment depth. A model for nonlinear effects was also provided.

The fourth CENA study is from Aboye et al. (2015), who developed site factors for Charleston, South Carolina. They developed a series of reference $V_S$ profiles assuming different Quaternary layer thicknesses and taking layer velocities from measurements in Quaternary and Tertiary lithologic units. After introducing $V_S$ profile variability, they adopt 56 profiles, placed over a half-space with $V_S = 700 \text{ m/s}$. They used simulated input motions for $M$ 7.2–7.4 earthquakes at source distances of 6–36 km and applied both equivalent-linear and nonlinear GRA methods. Figure 2 shows representative results for amplification of 0.2 s PSA.
Figure 1. (a) CENA site amplification for Classes C, D, and E relative to Class B for rock PGA 0.3g and (b) dependence of Class D amplification on rock PGA.
Source: Adapted from Hwang et al. (1997).
Figure 2. Computed amplification of 0.2 s PSA for Charleston, South Carolina by Aboye et al. (2015) for input ground motion intensity for rock of 0.2 s PSA: (a) 0.125 g and (b) 0.5 g.
Recommended model

This section provides a succinct summary of the recommended model. Justification for the model form and coefficients are provided in subsequent sections.

Approach

Site amplification relative to a $V_S = 3000 \text{ m/s}$ reference condition is denoted $F_S$ and is provided in natural log units. The recommended model has three additive components representing (1) $V_{S30}$-scaling (relative to $V_{S30} = 760 \text{ m/s}$), (2) amplification at the $V_{S30} = 760 \text{ m/s}$ site condition relative to 3000 m/s, and (3) nonlinear effects. The first two components are independent of shaking amplitude and hence are described as linear and are denoted $F_{lin}$. The nonlinear component is denoted $F_{nl}$ and is also in natural log units. The total amplification is the sum:

$$F_S = F_{lin} + F_{nl} \quad (1)$$

where

$$F_{lin} = F_V(V_{S30}, T) + F_{760}(V_{S30}, T) \quad (2)$$

where $F_V$ is the $V_{S30}$-scaling term and $F_{760}$ represents amplification at the $V_{S30} = 760 \text{ m/s}$ site condition relative to a 3000 m/s reference condition. Recommended median models for $F_V$ and $F_{760}$ are given in the following sub-sections along with their epistemic uncertainties. Hashash et al. (this issue) present the model for nonlinear effects and related uncertainties. Equation 2 is suitable for use with a GMM having a reference condition of $V_S = 3000 \text{ m/s}$. It can be used with a GMM having a reference condition of $V_{S30} = 760 \text{ m/s}$ by dropping the $F_{760}$ term from Equation 2.

For the $F_V$ term, the recommended model is largely controlled by empirical observations (NGA-East ground motion data). The $F_{760}$ and $F_{nl}$ terms are controlled by simulations. The rationale for this approach is discussed in the “Summary and discussion” section of this article.

$V_{S30}$-scaling model

The $V_{S30}$-scaling model is quad-linear in log–log space, as given below:

$$F_V = \begin{cases} 
\frac{\ln(V_{1\text{ref}})}{V_{1\text{ref}}} & V_{1}\leq V_{S30}\leq V_1 \\
\frac{\ln(V_{2\text{ref}})}{V_{2\text{ref}}} & V_1\leq V_{S30}\leq V_2 \\
\frac{\ln(V_u)}{V_{2\text{ref}}} & V_2\leq V_{S30}\leq V_u \\
\frac{\ln(V_{1\text{ref}})}{V_{1\text{ref}}} \cdot \frac{\ln(V_{2\text{ref}})}{\ln(V_u)} + F_{760} & V_u\leq V_{S30}\leq 3000 \text{ m/s} 
\end{cases} \quad (3)$$

The model form is shown in Figure 3. Term $c$ represents the slope in log–log space for the central portion between corner velocities $V_1$ and $V_2$. Velocities $V_1$ and $V_u$ represent the approximate lower and upper limits of the range constrained by observations (200 and
2000 m/s, respectively). Velocity $V_{\text{ref}}$ is taken as 760 m/s; its physical meaning is the velocity at which $F_V = 0$. The model is flat (constant $F_V$) for the first and third terms. The last interval of the model represents interpolation between constrained amplification levels at $V_u$ and 3000 m/s, the latter being $-F_{760}$ as shown in Figure 3. Model coefficients $c$, $V_1$, and $V_2$ depend on oscillator period. The coefficients are plotted as a function of period in Figure 4 and are tabulated in the electronic supplement. The basis for the proposed $V_{S30}$-scaling model is described in the “$F_V$ model development” section below.

The epistemic uncertainty associated with the median model, derived based on panel judgment to capture the range in the median $V_{S30}$-scaling models considered, is given by a log-normal standard deviation $\sigma_v$ that is constant over the middle portion of the $V_{S30}$ range (between $V_f$ and $V_2$) and increases at the low- and high-velocity limits of the model, as shown in Figure 3:

$$
\sigma_v = \begin{cases} 
\sigma_{\ell} - 2(\sigma_{\ell} - \sigma_{vc}) \frac{V_{S30} - V_1}{V_f - V_1} + (\sigma_{\ell} - \sigma_{vc}) \left( \frac{V_{S30} - V_1}{V_f - V_1} \right)^2 & V_f < V_{S30} < V_1 \\
\sigma_{vc} & V_f \leq V_{S30} \leq V_2 \\
\sigma_{vc} + (\sigma_u - \sigma_{vc}) \left( \frac{V_{S30} - V_2}{V_u - V_2} \right)^2 & V_2 < V_{S30} < V_u \\
\sigma_u \left( 1 - \frac{\ln \left( \frac{V_{S30}}{V_u} \right)}{\ln \left( \frac{3000}{V_u} \right)} \right) & V_u < V_{S30} < 3000 \text{ m/s}
\end{cases}
$$

Figure 3. Form of recommended median $V_{S30}$-scaling model (Equation 3) and the associated uncertainty (Equation 4) for 1.0 s oscillator period. Coefficients are given in electronic supplement.

The coefficients for the uncertainty model represent the uncertainty in the central portion of the velocity range ($\sigma_{vc}$), the increased uncertainty ($\sigma_{\ell} - \sigma_{vc}$) at the lower-limit
velocity for the model \((V_f)\), and the increased uncertainty \((\sigma_u - \sigma_v)\) at the upper-limit velocity \((V_u)\). Velocity \(V_f\) is specific to the uncertainty model, and velocities \(V_2\) and \(V_u\) are the same as for the median model. These and other coefficients are given in the electronic supplement. Details on how the epistemic uncertainty term was developed are given in the “Model uncertainty” section. We do not present an aleatory variability model, which is discussed elsewhere (Goulet et al., 2017; Stewart et al., 2019).

**F\text{760} model**

The \(F\text{760}\) model modifies ground motion intensity measures from the reference condition of \(V_S = 3000\) m/s to \(V_{S30} = 760\) m/s as a function of oscillator period. The recommended

---

**Figure 4.** Period-dependence of coefficients in \(F_V\) model. Coefficients that are interpolated, extrapolated, and computed using simulations as a guide are indicated separately from those developed from data and model inferences. In the left plot, 0 indicates PGA and −1 indicates PGV.
model is a weighted combination of two models derived from simulations using different
groups of velocity profiles (each with $V_{S30} = 760$ m/s) characterized by (1) large impe-
dance contrasts and (2) relatively gradual velocity gradients. The resulting amplification
models are denoted $F_{760}^{imp}$ and $F_{760}^{gr}$, respectively. Figure 5 shows the median models and
their epistemic uncertainties, $\sigma_{lnF_{760}}$.

The recommended model for $F_{760}$ is given as follows:

$$F_{760}(V_{S30}, T) = w_{imp}(V_{S30})F_{760}^{imp}(T) + w_{gr}(V_{S30})F_{760}^{gr}(T) \tag{5}$$

The weights are a function of $V_{S30}$. Sites with $V_{S30} \geq V_{w1}$ receive a high weight ($w_{imp}$)
for the $F_{760}^{imp}$ model, and sites with $V_{S30} < V_{w2}$ receive a high weight ($w_{gr}$) for the $F_{760}^{gr}$
model. The weights taper between the models for velocities between $V_{w1}$ and $V_{w2}$:

$$w_{imp}(V_{S30}) = \begin{cases} 
  w_1 & \text{for } V_{S30} \geq V_{w1} \\
  (w_1 - w_2) \ln\left(\frac{V_{S30}}{V_{w2}}\right) + w_2 & \text{for } V_{w2} \leq V_{S30} < V_{w1} \\
  w_2 & \text{for } V_{S30} < V_{w2} 
\end{cases} \tag{6}$$

**Figure 5.** Reference condition site factors, $F_{760}$, for impedance and gradient conditions and the
associated uncertainties as a function of oscillator period.
\[ w_{gr} = 1 - w_{imp} \] (7)

At each value of \( V_{S30} \), weights \( w_{imp} \) and \( w_{gr} \) sum to 1.0. Coefficients tabulated in the electronic supplement include the median models \( (F_{imp}^{760} \text{ and } F_{gr}^{760}) \), standard deviations \( \sigma_{lnF760} \), weight transition velocities \( V_{w1} \) and \( V_{w2} \), and weights \( w_1 \) and \( w_2 \). Justification for the proposed model is given in the “\( F_{760} \) model development” section.

**\( F_V \) model development**

**Models considered**

The proposed model for \( V_{S30} \)-scaling (\( F_V \)) is derived from results of prior research. Here, we describe how results for selected models were adapted for the model-to-model comparisons and explain why certain models were not selected.

We consider two empirical models: (1) a model relating site amplification to peak frequency \( f_{peak} \) from horizontal-to-vertical spectral ratios (HVSRS) using NGA-East data for CENA (Hassani and Atkinson, 2016b) and (2) an empirical \( V_{S30} \)-scaling model developed by the NGA-East Geotechnical Working Group (referred to subsequently as GWG-E; Parker et al., 2019). Additional empirical models that were considered but ultimately not used are Hollenback et al. (2015), Al Noman and Cramer (2015), and Graizer (2015). The site effects model for two Hollenback et al. (2015) GMMs was developed in Fourier amplitude space, which is not readily applicable to response spectral ratios. The GMMs developed by Al Noman and Cramer (2015) and Graizer (2015) were not considered ready to be used as seed models over a wide frequency range (Goulet, personal communication, 2017) and hence were not used here. Upon the completion of the panel’s analysis work, a new model was published (Hassani and Atkinson, 2018). Although the principal emphasis of that model was to show the effectiveness of site frequency as a site parameter (building on the work of Hassani and Atkinson, 2016b), they also developed a model based on \( V_{S30} \) only. Because the \( V_{S30} \)-scaling in that model is similar to GWG-E, a renewal of panel activity to formally consider the Hassani and Atkinson (2018) model was considered unnecessary.

The Hassani and Atkinson (2016b) model provides a representation of amplification that is peaked at site peak frequency \( f_{peak} \) (i.e., amplification tapers down for frequencies lower and higher than \( f_{peak} \)). To apply this model, we convert \( V_{S30} \) to \( f_{peak} \) using a relationship between these site parameters as given by Hassani and Atkinson (2016a). Values of \( f_{peak} \) corresponding to four values of \( V_{S30} \) (one in each NEHRP category D–A) were derived as follows: 270 m/s—2.33 Hz, 560 m/s—7.41 Hz, 1170 m/s—23.8 Hz, and 2032 m/s—57.3 Hz. Tabulated amplification values (provided by B Hassani, personal communication, 2016) were then used to estimate the site term for each approximate \( V_{S30} \). The Hassani and Atkinson (2016b) site amplifications derived from this process are not referenced to the same site condition as the other models (i.e. the site amplification is not zero in ln units at 760 m/s). This was corrected by subtracting the average amplification for Classes C and B (which is the amplification at 760 m/s) from the amplification for each other class. The GWG-E model was used without modification.

Both empirical models use the NGA-East database (Goulet et al., 2014) in their derivation and are based on data with \( M > 3 \) and distances \(< \sim 600 \text{ km} \). The models used here were developed under the assumption that observed site responses are linear and
effectively independent of magnitude and distance. Recent work has challenged that assumption for studies of response spectra amplification at short oscillator periods, particularly for $M < 4$ earthquakes (Stafford et al., 2017). Future model refinements to account for such effects are possible, but because the preponderance of the data is for $M > 4$ events, the linear models are considered applicable for seismic hazard applications in which controlling magnitudes are well above $M > 4$.

We also considered four simulation-based models, as introduced in the “Prior work” section: (1) Darragh et al. (2015) (also referred to as Pacific Engineering and Analysis (PEA)), (2) a simulation-based $V_{S30}$-scaling model developed by the NGA-East Geotechnical Working Group (referred to subsequently as GWG-S; Harmon et al., 2019b), (3) Hwang et al. (1997), and (4) Aboye et al. (2015). The PEA model uses a reference condition of $V_S = 3000$ m/s. To apply this model, we adjusted amplification values to a reference condition of $V_{S30} = 760$ m/s by subtracting $F_{760}$ values given in Darragh et al. (2015). Those $F_{760}$ values are based on three different $V_S$ profiles for $V_{S30} = 760$ m/s sites (denoted gradient, till, and saprolite). As a result, there are three sets of PEA amplification values. Hwang et al. (1997) present tabulated amplification values for 0.2 and 1.0 s PSA for NEHRP categories A–D, which we plot at category mid-velocities ($V_{S30} = 1868, 1052, 498,$ and 243 m/s). The Hwang et al. (1997) results were adjusted to an amplification of 1.0 at $V_{S30} = 760$ m/s; original results were at 1.0 for Class B. We applied the median model from Aboye et al. (2015) as published (shown in Figure 2 for 1.0 s PSA and Figure E2 of the electronic supplement for 0.2 s PSA). The GWG-S model was provided by J Harmon (personal communication, 2016) in a form that was already referenced to the 760 m/s rock condition by subtracting an $F_{760}$ term provided in Harmon et al. (2019b).

**Model comparisons and recommended median model**

Figure 6 (for periods of 0.1 and 1.0 s) and the electronic supplement (for PGV and oscillator periods of 0.08, 0.2, 0.3, 0.4, 0.5, 0.8, 2.0, 3.0, 4.0, and 5.0 s) present the considered CENA site amplification models. The models are overlain on inferred site amplifications from observations, which are taken as the mean for each site of within-event rock residuals from Parker et al. (2019). Also shown for comparison is the Seyhan and Stewart (2014) model for active tectonic regions (denoted SS14) and the site factors in the NEHRP provisions for periods of 0.2 and 1.0 s.

One notable feature of the models is that the GWG-S and Aboye et al. (2015) simulation-based models have downward curvature in the $V_{S30}$-scaling at short periods ($T \leq 0.3$ s), which is not present in the PEA model (for the Aboye et al. model, this feature is shown in Figure E2 in the electronic supplement). The difference in simulation results is a consequence of different small-strain soil damping formulations; the physics of wave propagation requires increased damping to decrease ground motion, particularly at high frequencies. The PEA model is based on equivalent-linear simulations that used strain-dependent “Peninsular Range” modulus reduction and damping curves (Silva et al., 1997) as well as a subset of the Electrical Power Research Institute (EPRI) (1993) curves in the upper 150 m with visco-elastic soil below. At greater depths, Darragh et al. (2015) limit the visco-elastic damping such that the site decay parameter ($\kappa_0$) did not exceed 0.04 s. The linear visco-elastic simulations in Harmon et al. (2019a) used the small-strain damping ratio ($D_{\text{min}}$) from Campbell (2009) $Q \cdot V_S$ Model 1 without constraining it according to the resulting surface $\kappa_0$. As a result, the GWG-S simulations often have higher levels
Figure 6. Scaling of site amplification with \( V_{S30} \) at oscillator periods of 0.1 and 1.0 s, for CENA region from alternate models, and for a reference model for active tectonic regions. SS14: Seyhan and Stewart (2014) for active regions, for PGA = 0 (linear site amplification only) and for PGA = 0.1g (as used for developing current NEHRP site factors). GWG-E G and GWG-E NG: Geotechnical Working Group empirically based model for glaciated and nonglaciated regions, respectively (Parker et al., 2019). GWG-S: Geotechnical Working Group simulation-based model (Harmon et al., 2019b). Hassani and Atkinson (2016a, 2016b): \( f_{\text{peak}} \)-based model for CENA adjusted to unity at 760 m/s. PEA: Darragh et al. (2015) simulation-based model, adjusted to a reference condition of 760 m/s using three simulation-based factors for representative \( V_S \) profiles (Profile 1—Gradient, Profile 2—Till, and Profile 3—Piedmont Region Saprolite). Means of within-event rock residuals for each site (i.e. “Site Means”), and their binned means for ranges of \( V_{S30} \), represent the empirical data considered in GWG-E.
of profile damping than those of PEA. The panel elected to not incorporate the downward curvature feature in $V_{S30}$-scaling into the recommended median model, due to this feature not being evident in the GWG-E empirical data.

The Hassani and Atkinson (2016b) model exhibits peaked behavior in amplification-$V_{S30}$ space at the $V_{S30}$ value corresponding to the PSA oscillator period being plotted. For example, in Figure 6 (oscillator response for $T = 0.1$ s, corresponding to $f_{\text{peak}} = 10$ Hz), the model peaks at $\sim 600$ m/s. This behavior is a consequence of $f_{\text{peak}}$ being the sole site parameter in the Hassani and Atkinson (2016b) model; in the implementation of the model for this study, $V_{S30}$ is used as a substitute for $f_{\text{peak}}$. Stiffer sites (higher $V_{S30}$) have higher peak frequencies.

The GWG-E model demonstrates relatively flat scaling at both slow ($V_{S30} < V_1$) and fast ($V_{S30} > V_2$) velocities. Both trends are generally supported by the simulation-based models and have different physical explanations. At slow $V_{S30}$ and short periods, the reduction of scaling is likely due, at least in part, to the effects of soil damping. For longer periods, the cause of the flat scaling at slow $V_{S30}$, especially as compared to western models (SS14), may be attributable to averaging the effects of peaked response curves over profiles with different average soil depths, which peak near different periods. While sediment depth information at seismograph sites is generally unknown, Parker et al. (2019) investigated bias in the GWG-E model for sites in particular sedimentary basins, where depths are expected to be greater than for non-basin sites. They found no systematic differences between basin and non-basin sites. The best agreement between GWG-E and simulation-based models is at $V_{S30} \approx 400$ m/s and $T > 0.2$ s.

The model for active tectonic regions (SS14) provides a poor match to the CENA results for most periods. Some particular areas of divergence are as follows:

- The SS14 model does not flatten the $V_{S30}$-scaling at slow velocities.
- For the central range of $V_{S30}$ (approximately between $V_1$ and $V_2$), the SS14 $V_{S30}$-scaling is steeper than that for CENA models, especially at long periods.

Because the NEHRP site factors follow the SS14 model, just as the CENA results reject SS14, they also reject the current NEHRP factors.

The panel based the median model largely on GWG-E. Referring to Equation 3, the zero gradient for $V_\ell < V_{S30} < V_1$ and slope $c$ for $V_1 < V_{S30} < V_2$ are taken from GWG-E. The third and fourth elements of the recommended model (i.e. the segments for $V_{S30} > V_2$) were constrained by simulations as described further below in the “Fast velocity model elements” section. A second exception is that at slow velocities and oscillator periods of 0.3–0.8 s, we decrease $V_1$ from GWG-E values, which raises the amplification. This change was motivated by the GWG-E amplification being lower than that for other models for soft soils in this period range.

Period interpolation and extrapolation

The original work of the panel was constrained by the useable period range of NGA-East data, which is approximately 0.08–5.0 s. At the request of USGS, the panel estimated coefficients for a wider range of periods and for a few periods inside of the originally considered range but for which plots such as in Figure 6 and the electronic supplement had not been developed. Intensity measures for which these estimates are provided are indicated in Figure 4 (both interpolated and extrapolated). Parameter $V_2$ is not obtained by
interpolation or extrapolation, but rather by procedures described in the next section. Interpolated periods are 0.15, 0.25, 0.75, and 1.5 s. Coefficients other than \( V_2 \) in Equations 3 and 4 were obtained by log-linear interpolation of the nearest neighbors.

In the case of extrapolated short period coefficients (0.01, 0.02, 0.03, 0.04, 0.05, and 0.075 s), we considered the trend of coefficients with period as provided by simulations (Harmon et al., 2019a, 2019b). In the simulation results, coefficient \( c \) increases modestly for periods less than 0.1 s to a local peak at 0.015 s and then saturates to match the values for PGA at about 0.007 s. These features are shown in Figure 4 (the peak at 0.015 sec is not shown because coefficients are not provided at this period). We use a target value of \( c \) at the 0.015 s peak that is 20% larger (i.e. less negative) than that at 0.1 s (–0.28), which is motivated by this same shift in simulation-based coefficients. For \( V_1 \), values derived from data increase as the period shortens (Figure 4) toward 0.1 s, which is consistent with features in the simulation-based model. Simulation-based values of \( V_1 \) saturate for periods under about 0.1 s; we follow this pattern, using the \( V_1 \) at 0.1 s for shorter periods.

In the case of extrapolated long period coefficients (7.5 and 10 s), we project values of \( c \) using the slope computed between existing coefficients at 4.0 and 5.0 s (Figure 4). This pattern matches the general trend of models for active regions. We prefer the use of empirical model trends to guide our extrapolation here rather than simulation results due to difficulties in modeling site response with 1D GRA at long periods (e.g. Stewart et al., 2017a). For \( V_1 \), we maintain the value at 5.0 s for longer periods.

**Fast velocity model elements**

The empirical data in Figure 6 provide relatively weak constraint to the \( F_V \) model for fast sites (\( V_{S30} > 1000 \) m/s). To provide guidance on site amplification in this range, we examined simulation results for sites with \( V_{S30} = 2000 \) m/s by Boore (2015). Boore (2015) performed computations using the square-root-impedance method, also known as the quarter-wavelength method. These simulations used velocity profiles with \( V_{S30} = 2000 \) and 3000 m/s, which were modified from the very hard rock crustal model of Boore and Joyner (1997). The site damping parameter \( k_0 \) was taken as 0.006 s for both profiles, which is generally consistent with a recent data compilation by Xu et al. (this issue). Figure 7 shows the site amplification at 2000 m/s relative to the 3000 m/s reference as interpreted from these simulations. The simulation results in Figure 7 are not uniformly distributed within the shown range; for the magnitude–distance combinations most likely to control hazard, results are concentrated near the upper end of the range, which motivated our setting of the target amplification shown in Figure 7.

The target values of site amplification at 2000 m/s, shown in Figure 7, were used to constrain the \( F_V \) model (i.e. the model predictions at \( V_{S30} = 2000 \) m/s match target values). The \( F_V \) values were computed from the target results in Figure 7 as follows:

\[
F_V(V_a) = \ln(Y_{2000}) - F_{imp}^{760}
\]

where \( V_a \) is 2000 m/s and \( Y_{2000} \) is the target site amplification in Figure 7. We used the impedance model for \( F_{imp}^{760} \) in this case, which we consider to be more appropriate for fast sites. The model in Equation 3 is formulated to provide an amplification of \( F_V(V_a) \) for \( V_2 < V_{S30} < V_a \). We obtain this by adjusting \( V_2 \) from the original GWG-E values to match \( F_V \) to the target amplification. The adjusted values of \( V_2 \) are shown in Figure 4.
The last line of Equation 3 provides for a linear decrease in amplification from $F_{V_u} \left( V_u \right)$ to $-F_{760}$ between $V_u$ and 3000 m/s.

**Model uncertainty**

The $F_T$ model epistemic uncertainty, as given in Equation 4 with coefficients in the electronic supplement, is shown in Figure 6 and in the electronic supplement. This epistemic uncertainty applies to the median model and would typically be implemented in probabilistic seismic hazard analysis (PSHA) through the use of logic trees (e.g., Bommer et al., 2005; McGuire, 2004). Aleatory variability of the site amplification ($f_{S2S}$) was not evaluated by this panel; further information on aleatory variability in CENA site amplification is given by Goulet et al. (2017) and Stewart et al. (2019).

The epistemic uncertainty model was developed using expert judgment, rather than through a formal calculation of standard deviations between models. This approach was applied for three principal reasons: (1) the variations among models is uneven across periods, being relatively low for $T > 1$ s and larger at shorter periods; in the judgment of the panel, these period-to-period features do not reflect true epistemic uncertainties in site amplification; (2) for many periods, the recommended median model is not at the center of the range of the various models in log space (there are often more models above than below the median)—as
a result, application of a formal standard deviation around the median model would not have encompassed the alternative models; and (3) the panel judged that increases in the model uncertainty should be applied at upper and lower ends of the velocity range, where data are sparse; reliance on common statistical methods would not necessarily provide this.

Based on visual inspection of the distribution of models, we proposed a range intended to represent ±1 standard deviation ($\sigma_v$). We centered the model on the median, to have the width of the range represent uncertainty in a smoothly varying manner across the velocity range. In Equation 4, $\sigma_{vc}$ represents standard deviation in the central portion of the velocity range, which is plotted as a function of period in Figure 8. The relations in Equation 4 for $V_1 < V_S30 < V_2$ and $V_u > V_S30 > V_2$ are second-order polynomials constrained to have a value of $\sigma_{vc}$ and zero slope at $V_1$ and $V_2$.

As shown in Figure 3, the uncertainty decreases linearly toward zero between $V_u$ and 3000 m/s. This is applied because the epistemic uncertainty for sites at or near 3000 m/s is captured by the NGA-East GMMs (Goulet et al., 2018), and further uncertainty associated with site amplification is unnecessary.

We increased model uncertainty at short and long periods where coefficients were extrapolated. Figure 8 shows these increases to $\sigma_v$ beyond the observation range of 0.08–5.0 s. Similar increases are provided for $\sigma_{f}$ and $\sigma_u$. These increases were largely based on expert judgment. Values of $V_f$ were also increased in the extrapolation region, which has the effect of broadening the velocity range with increased uncertainty (i.e. lines 1 and 3 in Equation 4).
Models considered

The proposed model for adjusting ground motion intensity measures from the \( V_S = 3000 \text{ m/s} \) reference condition to \( V_{S30} = 760 \text{ m/s} (F_{760}) \) is based on alternative GRAs. This section presents the considered simulation results.

The panel considered results from four investigations—Boore and Campbell (2017), PEA, GWG-S, and Frankel et al. (1996) (later applied in Atkinson and Boore, 2006). Boore and Campbell (2017) use both a square-root impedance approach and an approach that captures site resonance effects. We consider the Boore and Campbell (2017) results to largely supersede results from previous related studies (Beresnev and Atkinson, 1997; Boore, 2015; Boore and Joyner, 1997; Boore and Thompson, 2015). PEA used random vibration theory–based equivalent-linear GRAs that captured resonance and nonlinear effects. GWG-S used linear visco-elastic GRAs that captured resonance effects. Different material damping models were used in these studies, as discussed previously. The Frankel et al. (1996) study was re-done here using a square-root impedance approach.

Figure 9 shows the profiles used by PEA, Frankel et al. (1996), and a representative selection of those used in GWG-S. The GWG-S profiles are based on measurements from CENA sites for which \( V_{S30} \) is between 700 and 800 m/s. The Boore and Campbell (2017) profiles (not shown in Figure 9) are similarly selected to be within 10% of 760 m/s and as a group are qualitatively similar to those of GWG-S. The three PEA profiles are intended to be representative of three different CENA geologic conditions: glacial till, Piedmont saprolite, and a weathered rock gradient, all with \( V_{S30} = 760 \text{ m/s} \). They were constructed using suites of measured profiles reflecting these near-surface geologic conditions. The Frankel et al. (1996) profile represents a rather gradual increase in velocity with depth. A typical feature of the profiles considered by Boore and Campbell, PEA (till, saprolite), and GWG-S is the presence of impedance contrasts; these profiles were used to develop the impedance model \( F_{imp}^{760} \). The weathered rock (PEA) and gradient (Frankel et al.) profiles lack large impedance contrasts; these were used to develop the gradient model \( F_{gr}^{760} \).

Aside from \( V_S \) profiles, the other site parameter that strongly influences \( F_{760} \) is the site damping parameter \( \kappa_0 \). Based on an assessment by Boore and Campbell (2017), we use their simulation results for \( \kappa_0 = 0.01, 0.02, \) and \( 0.03 \text{ s} \). PEA uses \( \kappa_0 = 0.02 \text{ s} \) for 760 m/s profiles. The re-working of the Frankel et al. (1996) analyses that was performed here used site \( \kappa_0 = 0.01 \) and 0.02 s. The GWG-S simulations employ a material damping model, which does not require specification of \( \kappa_0 \).

Amplifications of Fourier spectra can be computed using only \( V_S \) profiles and site damping, but to convert these to ratios of response spectra requires simulations of ground motion intensity measures for various magnitudes and distances. These simulations usually use the point-source stochastic (e.g. Boore, 2003) or similar methods. To encompass a range of conditions, we took results from Boore and Campbell for \( M_5 \) at 10 km and \( M_8 \) at 500 km. The utilized PEA amplification results are conditioned on rock PGA in lieu of magnitude and distance (ranges given in “Prior work” section). The GWG-S input motions are for hard rock site conditions \( (V_S = 3000 \text{ m/s}) \) and are rich in high-frequency energy. Harmon et al. (2019b) have \( F_{760} \) models for a variety of depths to the 3000 m/s shear-wave horizon; the results presented here represent an average over the considered depth range. The Fea96 gradient profile in Figure 9 was re-analyzed using input motions for \( M_4.5 \) and 6.5 and rupture distances of 10, 50, and 100 km.
**Figure 9.** Shear-wave velocity versus depth profiles in CENA with $V_{S30}$ between 700 and 800 m/s (marked as GWG-S in legend; Harmon et al., 2019a) or equivalent to 760 m/s as given by PEA (Piedmont saprolite, till, weathered firm rock) and Frankel et al. (1996) (gradient).

**Recommended impedance and gradient models**

Figure 10 shows the resulting PSA ratios from the three sets of simulations for impedance conditions. Most of the results have a similar shape, with a peak near 0.1–0.2 s, decay toward no amplification (unity) at long periods, and highly variable behavior at periods below the peak as a result of model-to-model variability and different $\kappa_0$ values. We consider all of the results in Figure 10 to be credible representations of $F_{760}$ behavior for impedance conditions. Accordingly, the recommended model is the median of the models.
shown in the figure. The uncertainty shown in the figure \( \sigma_{\ln F_{760}} \) represents a smoothed standard deviation between models, which decreases appreciably with period.

Figure 11 shows amplification results for gradient conditions. The gradient amplifications lack the peak near 0.1 s and tend to have larger amplification for \( T > 0.2 \) s. The median model and uncertainty encompass the available models, with the exception of results for \( \kappa_0 = 0.01 \) s at short periods.

**Model weights**

The impedance and gradient \( F_{760} \) models have distinct features, and for many applications, guidance is needed on when to select the impedance versus the gradient \( F_{760} \) model to pair with \( F_V \). As shown in Figure 5, the differences between \( F_{760} \) models are appreciable.

For applications in which a \( V_S \) profile is available for bedrock materials below any soil layers, and this profile extends far enough into the bedrock to characterize \( V_S \) within and below the weathered zone, \( F_{760} \) model selection should be based on profile attributes. The impedance model is preferred when the portion of the profile in rock- or rock-like

![Figure 10. Reference site factor \( F_{760} \) for impedance profiles from Boore and Campbell (2017) (labeled BC17), PEA (Darragh et al., 2015), and GWG-S (Harmon et al., 2019b).](image)
materials includes an appreciable impedance contrast. The gradient model is preferred when rock materials exhibit a more gradual increase in velocity with depth.

For many applications, a site $V_s$ profile that extends through the weathered zone of bedrock materials is not available. For such applications, we recommend to use a weighted average of the two $F_{760}$ models based on the $V_{S30}$ at the site (Equation 5). The panel anticipated that impedance conditions would be more prevalent at sites with high $V_{S30}$ and that gradient conditions would be more common at sites with low $V_{S30}$. To investigate the degree to which this hypothesis is correct and to guide the selection of appropriate model weights, we examined spectral shapes from CENA ground motions for different $V_{S30}$ ranges.

After binning by earthquake magnitude ($M$), rupture distance ($R_{rup}$), and $V_{S30}$, the available spectra were normalized by the average PSA between 0.08 and 1.5 s oscillator periods. The spectral shapes for $M = 4–5.5$, $R_{rup} = 0–150$ km, and $V_{S30}$ bins around 2000, 760, 500, and 260 m/s are shown in Figure 12. The data show strong peaks in the range of 0.05–0.1 s in the mean spectral shape for recordings at sites with $V_{S30}$ exceeding 500 m/s and a low-amplitude, broad peak between 0.1 and 0.3 s at 260 m/s. While the spectra in Figure 12 include source, path, and site effects, the changes in shape between $V_{S30}$ groups can be attributed mostly to site effects as the average source and path effects

![Figure 11](image.png)

**Figure 11.** Reference site factor $F_{760}$ for gradient profiles from PEA (Darragh et al., 2015) and Frankel et al. (1996), as re-analyzed in this study (labeled Fea96).
are broadly similar between $V_{S30}$ groups. These trends match those observed by Hassani and Atkinson (2016a) in the NGA-East data, in which the peak of the HVSR is near 0.1 s (10 Hz) for sites with $V_{S30} = 500–1000$ m/s. Results similar to Figure 12 are also obtained from spectral shapes of simulated motions for different site conditions (J Harmon, personal communication, 2018).

The weighting model in Equations 6 and 7 assigns different weights to the impedance and gradient models for different $V_{S30}$ values. Alternate weight assignments have been discussed among the panel and between the first author (J.P.S.) and USGS technical staff. One approach, preferred by the panel, gives preference to the impedance model for fast sites and to the gradient model for slow sites. Proponents suggested $w_1 = 0.9$, $w_2 = 0.1$, $V_{w1} = 600$ m/s, and $V_{w2} = 400$ m/s. We also considered a second approach that gives equal weight to impedance and gradient models for fast $V_{S30}$ sites and preference to the gradient model for soft sites. For use in the 2018 national maps, the decision was ultimately made to give 2/3 weight to approach 1 and 1/3 weight to approach 2 for firm sites, resulting in $w_1 = 0.767$. For soft sites, the gradient model was preferred by consensus, resulting in $w_2 = 0.1$. The transition velocities are $V_{w1} = 600$ m/s and $V_{w2} = 400$ m/s.
Summary and discussion

Summary recommendation

We recommend that ergodic (non-site-specific), linear, $V_{S30}$-based site amplification ($F_{lin}$) in CENA be computed using Equations 1 to 3 and 5 to 7, with the coefficients given in the electronic supplement. The corresponding nonlinear term ($F_{nl}$) is given in Hashash et al. (2017; this issue). The complete model ($F_S$) has three components in natural log units: $F_V$ for $V_{S30}$-scaling referenced to $V_{S30} = 760$ m/s, $F_{760}$ for amplification of the 760 m/s site condition relative to the reference of $V_S = 3000$ m/s, and $F_{nl}$ for nonlinear effects. These models are based on a combination of ground motion data analysis and GRA simulations. The form of the $F_V$ model is constrained by data, except for very stiff sites where it is constrained by simulations. The $F_{760}$ models are simulation-based, with an impedance model representing conditions with large shallow impedance contrast (applicable to stiff sites) and a gradient model representing conditions with a relatively deep weathering profile and no strong impedance contrasts (applicable to soft sites).

We recognize our recommendations depart substantially from past practice in CENA, which was based on site factors developed for active tectonic regions. NGA-East data and simulations demonstrate that such models are biased for application to CENA sites.

Site responses at many CENA sites are controlled by large impedance contrasts caused by shallow sediments overlying hard rock, often created by glacial scour and subsequent sediment deposition. Such sites can have strong resonance effects, most frequently at short fundamental periods. Because $V_{S30}$ is a depth-averaged velocity with no direct relationship to site frequency, $V_{S30}$-based site response models like those provided here necessarily smooth across variable site resonances and other effects. Such effects can be better described by models that incorporate information on the site frequency or sediment depth in combination with $V_{S30}$. We encourage considering these effects as part of site-specific analyses. The use of such models was beyond the scope of this study, but could be considered in future versions of the USGS national seismic hazard maps.

Model performance

The linear amplification resulting from the recommended model is given for various $V_{S30}$ in Figure 13. The amplification is peaked near 0.1 s for velocities up to about 500 m/s, as seen in data. The peak in the amplification then shifts to longer periods for softer sites. Including nonlinear effects (not shown in Figure 13) would further emphasize the shift to longer periods for strong shaking conditions.

Model rationale

Several strategies employed in model development are presented here as answers to frequently-posed questions.

Why did we adopt a hybrid approach in which simulations are solely used for the nonlinear model while empirical data in conjunction with simulations were considered for the linear model? First, there is precedent for combining information sources in a hybrid manner for application in active tectonic regions (e.g. Dobry et al., 2000; Seyhan and Stewart, 2014). Second, ground response simulations can give accurate estimates of nonlinear effects (e.g. Kwok and Stewart, 2006) even if their prediction of absolute levels of site amplification
from ground response simulations can be erroneous (e.g. Baturay and Stewart, 2003; Kaklamanos and Bradley, 2018; Thompson et al., 2012).

Why do we split the linear amplification term into two components instead of using a single term referenced to $V_S = 3000$ m/s? The empirical data are useful to constrain the changes in site amplification over the range of site conditions present in the dataset, which is approximately $V_{S30} = 200–2000$ m/s. There is no observational basis for extending this range to the $3000$ m/s reference condition. As a result, the model discussed here uses data where it exists and uses simulations for the step from 760 to 3000 m/s, which is considered preferable to the alternative of not using data and relying solely on simulations to evaluate site amplification for all $V_{S30}$ relative to 3000 m/s (e.g. as in Boore and Campbell, 2017; Darragh et al., 2015; Harmon et al., 2019a, 2019b).

Limitations

The models presented in this article are considered applicable for evaluating ergodic site response effects for $V_{S30} = 200–3000$ m/s and intensity measures of PGA, PGV, and PSA for oscillator periods between 0.01 and 10.0 s. Due to sensitivity of response spectral amplification to spectral shape, and the sensitivity of spectral shape to magnitude and distance, the models provided here are considered appropriate for $M > 4$ earthquakes and site-to-source distances <400 km.

Because they are ergodic, the models presented here do not provide site-specific estimates of site response, even if $V_{S30}$ is measured at the site of interest. As a result, an ergodic standard deviation model should be used (that incorporates site-to-site dispersion, $\phi_{S2S3}$) when the site terms in this article are applied in combination with a reference rock GMM. Models for ergodic aleatory variability are discussed in Goulet et al. (2017) and Stewart et al. (2019). Additional site condition attributes, such as site frequency, depth to bedrock, or dynamic material properties, could be introduced to improve site response
estimates. Resonance effects are known to be strong at many CENA sites due to soil layers deposited over hard rock, so consideration of these effects can have a substantial impact on site response estimates. Such effects can be considered through the use of empirical models conditioned on these additional parameters (e.g. Hassani and Atkinson, 2016b, 2018), simulation-based models (Harmon et al., 2019b), or the development of site-specific (or non-ergodic) site amplification models.

Finally, we have a recommendation associated with the application of the site response models in this article with NGA-East GMMs. Ideally, the development of GMMs and site terms should occur in a coordinated manner. This can be achieved by considering the site variables directly within the GMM regression framework. In NGA-East, a different approach was used whereby site amplification models were used to correct ground motion intensity measures to a reference site condition, and source and path attributes were then evaluated from regression on the site-corrected data. The coordination referred to above would require that the site models used to correct the data are the same as those used for the forward application. However, that was not the case for CENA with the NGA-East GMMs (Goulet et al., 2017, 2018; PEER, 2015a, 2015b) and the site amplification model provided here. As a result, it is possible that bias will be found when CENA data are compared to NGA-East GMMs combined with our site amplification models. Accordingly, we recommend future work to re-evaluate the NGA-East GMMs using the available data and our site model and that appropriate adjustments (likely to the constant term in the GMMs) be made to remove any bias that might be identified.
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